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Abstract

We present the R-package mgm for the estimation of both stationary and time-varying mixed graphical models and mixed vector autoregressive models in high-dimensional data. Variables of mixed type (continuous, count, categorical) are ubiquitous in datasets in many disciplines, however, available methods cannot incorporate (nominal) categorical variables and suffer from possible information loss due to transformations of non-Gaussian continuous variables. In addition, we extend both models to the time-varying case in which the true model changes over time, under the assumption that change is a smooth function of time. Time-varying models offer a rich description of temporally evolving systems as they provide information about organizational processes, information diffusion, vulnerabilities and the potential impact of interventions. Next to introducing the theory of the implemented methods and explaining the software package, we provide performance benchmarks and applications to two medical datasets.
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1. Introduction

We present mgm, an R-package for the estimation of (time-varying) mixed graphical models and (time-varying) vector autoregressive (VAR) models, which is available from the Comprehensive R Archive Network (CRAN) at http://CRAN.r-project.org/. To our knowledge, the package provides both the first implementation of a principled method to estimate mixed graphical models, kernel-smoothed time-varying (mixed) graphical models, and vector autoregressive models.
1.1. Mixed Graphical Models

Graphical models have become a popular way to abstract complex systems and gain insights into relational patterns among observed variables in a large variety of disciplines such as statistical mechanics (Albert and Barabasi 2002), biology (Friedman, Linial, Nachman, and Pe’er 2000), genetics (Ghazalpour, Doss, Zhang, Wang, Plaisier, Castellanos, Brozell, Schadt, Drake, Lusis, and Horvath 2006), neuroscience (Huang, Li, Sun, Ye, Fleisher, Wu, Chen, and Reiman 2010) and psychology (Borsboom and Cramer 2013).

In many of these situations the dataset of interest consists of mixed variables that belong to differing domains such as binary, categorical, ordinal, counts, continuous and/or skewed continuous amongst others. As an example take internet-scale marketing data, in which companies in order to optimize revenue collect information such as clicked links (categorical), time spent on websites (possibly skewed continuous), browsing history (categorical), social media postings (count), friends in social networks (count), consumption of streaming services (categorical) and many more. Another example is a medical context, in which one is for instance interested in interactions between person characteristics such as gender (binary) or age (continuous), frequencies of behaviors (count), taking place of events (categorical) and the dose of a drug (continuous).

Due to their generality and versatile applicability, graphical models have been studied intensively. The most popular graphical model is the Gaussian Graphical model (GGM) (Lauritzen 1996), because of recent advances in high-dimensional statistics where efficient algorithms have been developed for estimation: the Graphical Lasso (Banerjee, El Ghaoui, and d’Aspremont 2008; Friedman, Hastie, and Tibshirani 2008) minimizes $\ell_1$-penalized Gaussian log-likelihood and is implemented in the R-packages glasso- (Friedman and Tibshirani 2014) and huge (Zhao, Li, Liu, Roeder, Lafferty, and Wasserman 2015). Alternatively, a GGM can be estimated using neighborhood selection (Meinshausen and Bühlmann 2006), which is also implemented in the huge package. For the graphical model underlying the binary-valued Ising model (see e.g. Wainwright and Jordan 2008), there are neighborhood-selection based methods (Ravikumar, Wainwright, and Lafferty 2010; van Borkulo, Borsboom, Epskamp, Blanken, Boschloo, Schoevers, and Waldorp 2014) implemented in the R-package IsingFit (Borkulo, Epskamp, and Robitzsch 2014).

Despite the ubiquity of mixed datasets there are few methods to estimate mixed graphical models. Available models essentially consist of transforming all variables into Gaussian variables and then using above mentioned methods to estimate the GGM: Rue, Martino, and Chopin (2009) model mixed data through a latent Gaussian MRF, Dobra and Lenkoski (2011) model binary and ordered categorical variables using a thresholded latent Gaussian variable, and Liu, Lafferty, and Wasserman (2009) gaussianize continuous variables and then fit a Gaussian MRF. For a detailed overview, we refer the reader to Haslbeck and Waldorp (2015). The problem with these approaches is that one possibly loses information due to the transformations and that they cannot incorporate unordered (nominal) categorical variables. Until recently the only parametric model for mixed variables was the conditional Gaussian model that consists of Gaussian and categorical nodes (Lauritzen 1996), which is only computationally feasible for a small number of categorical variables as it involves conditioning on all possible states the categorical variables. This situation was improved by Yang, Baker, Ravikumar, Allen, and Liu (2014), who introduced a novel class of mixed exponential graphical model, in which each node can be a member from a different exponential family distribution.
Haslbeck and Waldorp (2015) leveraged this result together with results on generalized covariances (Loh and Wainwright 2013) to introduce a principled approach to estimated mixed graphical models. This approach, which is implemented in \textit{mgm}, avoids possible information loss due to transformations, handles (nominal) categorical variables and scales to the high-dimensional setting.

1.2. Time-varying Mixed Graphical Models

For temporally evolving systems, time-varying graphical models provide additional information for understanding and predicting organizational processes, the diffusion of information, detecting vulnerabilities and the potential impact of interventions. An example is the developmental cycle of a biological organism, in which different genes interact at different stages of development. In a medical context, the aim could be to study the impact of a drug dose on a large number of physiological and psychological variables capturing the health of a patient. Yet another example is psychiatry, where one might be interested in the interaction of negative life events, social contacts and symptoms of psychological disorders (e.g. Depression).

While there is a large literature on modeling stationary graphical models, much less work has been done toward modeling graphical models that evolve over time. Most work belongs to two classes of time-varying models that make different assumptions about the local stationarity of the time-varying graph: One class of models assumes that the graph changes smoothly as a function of time and estimates the time-varying graphical model using kernel-smoothing (Song, Kolar, and Xing 2009; Zhou, Lafferty, and Wasserman 2010; Kolar, Song, Ahmed, and Xing 2010; Kolar and Xing 2009; Tao, Huang, Wang, Xi, and Li 2016; Chen and He 2015) or the fused LASSO (Monti, Hellyer, Sharp, Leech, Anagnostopoulos, and Montana 2014), which puts an extra penalty on change over time. The other class of models assumes that the time-varying graphical model is piecewise constant and learns the change points (Kolar and Xing 2012; Gibberd and Nelson 2015, 2014). Most of above mentioned methods estimate a time-varying Gaussian graphical model, however, Kolar and Xing (2012) propose a method to estimate a time-varying Ising model.

In the \textit{mgm}-package, we implement a combination of the estimation method for mixed graphical models mentioned above (Haslbeck and Waldorp 2015) with a kernel-smoothing approach as in Kolar \textit{et al.} (2010) and thereby extend available estimation methods for smoothly time-varying graphical models to the mixed case.

1.3. Time-varying Vector Autoregressive Models

Vector autoregressive (VAR) models are a popular model for multivariate time series in many disciplines (see e.g. Hamilton 1994; Pfaff 2008). In its simplest form with a lag of order one, in this model all observations $X_{t-1}$ at time $t-1$ are regressed on each of the observations $X_{t-1}$ at time $t$. The VAR model is well-known in the econometric literature (see e.g. Toda and Yamamoto 1995) but has recently also been used in other disciplines, for example to analyze experience sampling data in the social and behavioral sciences (see e.g. Bringmann, Vissers, Wichers, Geschwind, Kuppens, Peeters, Borsboom, and Tuerlinckx 2013).

Important assumptions of this model are (a) that all measurements are equidistant in time and (b) that the underlying graphical model is constant across time, i.e. the mean and covariances are time-invariant. In most applications, the multivariate time series is treated as jointly Gaussian, however, VAR models can also be applied to other distributions within
the Generalized linear model framework (for a VAR model with binary responses see e.g. Kuppers, Allen, and Sheeber 2010). In \texttt{mgm}, we implement a method that estimates a $\ell_1$-regularized VAR model from mixed data. In addition, we provide an implementation of a time-varying mixed VAR model that relaxes assumption (b) that the underlying graphical model must be time-invariant. In the context of analyzing experience sampling data for instance, this enables researches to identify varying influences between, say, psychological states and psychopathological symptoms, possibly as a function of interventions or life events.

1.4. Overview

In Section 2 we give an overview of the theory used to estimate stationary mixed graphical models (2.1), show how to sample from a pairwise mixed graphical model (2.2), illustrate the estimation of mixed graphical models (2.3), provide performance benchmarks of the method in realistic situations (2.4) and illustrate the method using a medical dataset (2.5).

In Section 3 we extend mixed graphical models to the time-varying case. After introducing the ideas behind kernel-smoothed neighborhood regression (3.1), we show how to generate data from a time-varying pairwise mixed graphical model (3.2), illustrate how to estimate time-varying mixed graphical models (3.3), give performance benchmarks for time-varying graphs in a realistic setting (3.4) and use our method to estimate a time-varying mixed graphical model from a large time series in psychopathology (3.5).

2. Stationary Mixed Graphical Models

2.1. Background

In this background section we first define basic concepts related to undirected graphical models (2.1.1) and then introduce the class of mixed graphical models that is used throughout the paper (2.1.2). We then describe our estimation method based on generalized covariance matrices (2.1.3) and illustrate the exact estimation algorithm that is implemented in \texttt{mgm} (2.1.4).

Undirected Graphical Models

Undirected graphical models (or Markov random fields) are families of probability distributions that respect a graph $G = (V, E)$ in terms of conditional independencies, which consists of a collection of nodes $V = \{1, \ldots, p\}$ and a collection of edges $E \subseteq V \times V$. The neighborhood $N(s)$ of node $s$ is the set of all nodes $t \in V$ that are connected with $s$ by an edge $(s, t) \in E$. Note that the neighborhoods $N(s)$ of all $s \in V$ together define the graph $G$. The degree $\text{deg}(s)$ of a node is the number of edges it has to other nodes. We define a node cutset as a subset of nodes $S \subset V$ that breaks the graph $G$ in two or more nonempty components. A clique is a fully connected sub-component $C \subseteq V$ such that $(s, t) \in E$ for all $s, t \in C$, while $s \neq t$.

We also require the notion of triangulation. Take a sequence of distinct nodes $\{s_1, \ldots, s_\ell\}$ such that $(s_i, s_{i+1}) \in E$ for all $1 \leq i \leq \ell - 1$, $(s_\ell, s_1) \in E$ and no other nodes in the cycle are connected by an edge. A triangulated graph is a graph in which no such cycle exists with length larger than 3.
Associate a random variable $X_s$ to each node in $V$. For three subsets of nodes, $A$, $B$, and $U$, we write $X_A \perp X_B | X_U$ to indicate that the random vector $X_A$ is independent of $X_B$ when conditioning on $X_U$. We can now define Markov random fields in terms of the global Markov property:

**Definition 1** (Global Markov property). If $X_A \perp X_B | X_U$ whenever $U$ is a vertex cutset that breaks the graph into disjoint subsets $A$ and $B$, then the random vector $X := (X_1, \ldots, X_p)$ is Markov with respect to the graph $G$.

Note that the neighborhood set $N(s)$ is always a node cutset for $A = \{s\}$ and $B = V \setminus \{s \cup N(s)\}$.

For strictly positive probability distributions, the global Markov property is equivalent to the Markov factorization property (Lauritzen 1996). Consider for each clique $C \in \mathcal{C}$ a clique-compatibility function $\psi_C(X_C)$ that maps configurations $x_C = \{x_s, s \in C\}$ to $\mathbb{R}^+$ such that $\psi_C$ only depends on the variables $X_C$ corresponding to the clique $C$.

**Definition 2** (Markov factorization property). The distribution of $X$ factorizes according to $G$ if it may be represented as a product of clique functions

$$P(X) \propto \prod_{C \in \mathcal{C}} \psi_C(X_C).$$

Because we focus on strictly positive distributions, we can represent (1) in terms of an exponential family associated with the cliques $C$ in $G$. We use this representation in the next section to model different conditional univariate members of the exponential family in one joint distribution.

**Mixed Joint Distributions**

Yang et al. (2014) showed that under certain conditions one can construct a multivariate distribution over variables of different domains by factoring univariate conditional members of the exponential family to a joint distribution\(^1\). The resulting multivariate distribution then factors to a graph defined by the node-neighborhoods of the conditional univariate distributions (for details see Yang et al. 2014). Here, we show only a model including pairwise interactions, but the model naturally generalizes to $k$-order interactions.

Let $\phi(\cdot)$ and $\mathcal{C}(\cdot)$ be the sufficient statistic function and the base measure for the exponential family at hand, respectively. Further, let $\theta$ be a set of parameters. Then the univariate conditional distribution of $X_s$ conditioned on all other variables $X_{\setminus s}$ has the form

$$P(X_s | X_{\setminus s}) = \exp \left\{ \theta_s \phi_s(X_s) + \sum_{t \in N(s)} \theta_{st} \phi_s(X_s) \phi_t(X_t) + C_s(X_s) - \tilde{\Phi}(\theta) \right\},$$

\(^1\)In case the joint distribution includes two univariate distributions with infinite domain, it is not normalizable if neither both distributions are infinite only from one side nor the base measures are bounded with respect to the moments of the random variables (for details see Yang et al. 2014).
where \( \Phi(\theta) \) is the log normalizing constant.

When factoring out \( \phi_s(X_s) \), one obtains the typical exponential family form, where the natural parameter consists of a threshold \( \theta_s \) plus a linear combination of all variables in the neighborhood of node \( s \). Factoring several univariate conditional distributions as in (2) gives rise to the joint distribution

\[
P(X) = \exp \left\{ \sum_{s \in V} \theta_s \phi_s(X_s) + \sum_{s \in V} \sum_{t \in \mathcal{N}(s)} \theta_{st} \phi_s(X_s) \phi_t(X_t) + \sum_{s \in V} C_s(X_s) - \Phi(\theta) \right\}.
\]

(3)

Note that \( \phi(\cdot) \) and \( C(\cdot) \) are defined by the particular member of the exponential family. For example, if \( X_s \) is a Gaussian variable with known variance, \( \phi_s(X_s) = X_s / \sigma_s \) and \( C_s(X_s) = X_s^2 / 2\sigma_s^2 \).

In the following section we describe how we estimate the MRF underlying a model of the form (3) generalized to \( k \)-order interactions.

**Inverses of Generalized Covariance Matrices**

A classic corollary of the Hammersley-Clifford theorem (Lauritzen 1996) states that the inverse covariance matrix \( \Gamma \) of a multivariate Gaussian distribution is graph-structured, that is, \( \Gamma_{a,b} = 0 \) whenever \( (a, b) \notin E \). However, this property only holds for the multivariate Gaussian and the relation between the inverse covariance matrix and MRF is generally unknown for other distributions. Loh and Wainwright (2013) showed for discrete data that when triangulating a graph \( G \) and augmenting sufficient statistics corresponding to all cliques \( \tilde{\mathcal{C}} \in \tilde{\mathcal{C}} \) in the triangulated graph \( \tilde{G} \) to the covariance matrix, then the inverse of this generalized covariance matrix reflects the graph structure of the triangulated graph \( \tilde{G} \). In Haslbeck and Waldorp (2015), we generalized the result of Loh and Wainwright (2013) to the mixed Markov random field underlying the mixed joint distribution introduced by Yang et al. (2014).

As an example, take an Ising-Gaussian model \( X = \{X_1, X_2, X_3, X_4\} \), where \( X_1, X_3 \) are Bernoulli random variables and \( X_2, X_4 \) are Gaussian random variables, and let the underlying MRF be the graph in Figure 1 (a). Figure 1 (c) shows the empirically computed inverse \( \Gamma \) of the covariance matrix of the random vector \( X \). As the entry \( \Gamma_{1,3} \) is nonzero and there is an absent edge at \( (3, 1) \) in \( G \), \( \Gamma \) is not graph-structured.
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**Figure 1:** (a) Ising-Gaussian Markov random field, (b) A triangulation of (a), (c) Inverse covariance matrix.

Let \( \tilde{\mathcal{C}} \) be the set of all cliques in the triangulated graph \( \tilde{G} \) in Figure 1 (b) and define the random vector \( \Psi(\phi(X) ; A) := \{\phi_A(X_A), A \in A\} \). We can now show empirically, that the
$11 \times 11$ generalized covariance matrix $\text{cov}(\Psi(X; \tilde{C}))^{-1}$ is graph-structured with respect to the triangulated graph $\tilde{G}$ (for the formal theorem see Theorem 1 in Haslbeck and Waldorp 2015). While this result allows to estimate the graph structure of the triangulated graph $\tilde{G}$ via estimating $\Gamma$, the direct application of the result does not yet provide a way to estimate the original graph $G$.

This problem is solved by constructing a smaller inverse covariance matrix $\Gamma^s$ that includes all nodes and all candidate neighborhoods of node $s$ with size up to $d$, where $d$ is the degree of node $s$ in the true graph $G$ (Haslbeck and Waldorp 2015). This inverse $\Gamma^s$ is graph structured with respect to the neighborhood $N(s)$ in the original graph $G$, that is, the entries $\Gamma^s_{st} = 0$ whenever $(s, t) \notin E$. As an example, take a graph with four nodes and let $d(s) = 2$. Then for each node $s$ we see that its possible neighborhoods are always triangulated. Note that the set of all neighborhoods $N(s)$ defines the graph $G$. We can therefore obtain the original graph $G$ by estimating the row $s$ in each of these smaller inverse covariance matrices.

Because row $s$ in $\Gamma^s$ is a scalar multiple of the regression vector of $X_s$ upon $X_{\setminus s}$ (e.g. Lauritzen 1996), we can use linear regression to estimate the row $s$ of the inverse covariance matrix. In the following section we use this relationship in a nodewise graph-estimation algorithm.

**Nodewise estimation algorithm**

We recover $N(s)$ by solving the linear regression problem $E(X_s | X_{\setminus s}) = \theta_0 + X_{\setminus s}^T \theta$. In order to obtain a sparse solution, squared loss is minimized together with the $\ell_1$-norm of the parameter vector

$$\min_{(\theta_0, \theta) \in \mathbb{R}^p} \left[ \frac{1}{N} \sum_{i=1}^N (y_i - \theta_0 - X_{\setminus s, i}^T \theta)^2 + \lambda_n ||\theta||_1 \right].$$

(4)

For non-Gaussian variables a (link) function is used to define a linear relation between the dependent variable $X_s$ and its predictors (for details see Friedman, Hastie, and Tibshirani 2010). The regularization parameter $\lambda_n$ and the smallest detectable effect size $\tau_n$ are assigned to the scaling

$$\lambda_n \asymp \sqrt{d} ||\theta||_2 \sqrt{\frac{\log p}{n}}, \quad \tau_n \asymp \sqrt{d} ||\theta||_2 \sqrt{\frac{\log p}{n}},$$

(5)

where $d$ is the degree in the true graph $G$, $||\theta||_2$ is the $\ell_2$-norm of the population parameter vector and $\asymp$ and $\geq$ stands for asymptotically larger and equivalent, respectively. This scaling reflects the sparsity assumption under which Algorithm 1 is consistent (for details see Loh and Wainwright 2013). Note that the threshold $\tau_n$ is computed using the $\ell_2$-norm of the estimated parameter vector $\hat{\theta}$. In Algorithm 1, we select $\lambda_n$ such that it minimizes the cross validated deviance or alternatively the extended Bayesian Information Criterion (EBIC) (Foygel and Drton 2011)

$$\text{EBIC} = -2 LL(\hat{\theta}) + J \log(n) + 2\gamma J \log(p - 1),$$

(6)

where $LL(\hat{\theta})$ is the log likelihood of the model, $J$ is the number of parameters, $p$ is the number of variables and $\gamma$ is the hyperparameter weighting the extra penalty $2J \log(p - 1)$. 
After minimizing (4), all entries in the parameter vector $\hat{\theta}$ below the threshold $\tau_n$ are set to zero. Finally parameters comprising interactions involving categorical variables are combined in one edge-weight by taking the sum of the absolute values of all parameters. These steps give rise to the following nodewise estimation algorithm:

**Algorithm 1** *(Nodewise estimation algorithm for stationary graphs)*  
for all $s \in V$ do

1. Construct the prediction vector $X$ including interactions corresponding to all required candidate neighborhoods  
2. Select a regularization parameter $\lambda_n$ using cross-validation or EBIC  
3. Solve the $\ell_1$ regularized regression problem in (4) and denote the solution by $\hat{\theta}$.  
4. Threshold the entries of $\hat{\theta}$ at $\tau_n$  
5. Combine parameters into a weighted adjacency matrix using the AND- or OR-rule

The neighborhood estimates for all $s \in V$ combined give rise to an asymmetric weighted-adjacency matrix, where the values above and below the diagonal stem from two different regressions. In the next step these pairs of edge-weights are combined into one edge parameter using the AND-rule (both parameters have to be nonzero to have a present edge) or OR-rule (at least one parameter has to be nonzero to have a present edge). This procedure returns a weighted adjacency matrix, whose zero-pattern comprises the estimated underlying Markov random field.

Note that the computational complexity of Algorithm 1 is $O(p^2 d \log p)$. Therefore, the algorithm is only applicable to graphs with a degree that is bounded by $d$. This means that we have to make an assumption regarding $d$ in the true graph. However, simulation results show that Algorithm 1 remains consistent, even when the sparsity assumption reflected by $\tau_n$ is largely violated (Haslbeck and Waldorp 2015). This suggests that in practice the choice of $d$ should be motivated by the assumed highest degree of interactions in the true graph $G$. Importantly, this is a much less restrictive assumption. For instance in random graphs with constant sparsity, $d$ grows with the number of nodes, while the maximal degree of interactions can remain constant. Note that assumptions about the maximal degree of interactions are common practice, for instance the multivariate Gaussian distribution or the Ising model include only pairwise interactions.

**2.2. Sampling from a Mixed Graphical Model**

In this section we use an example to show how to use the function `mgmsampler` to sample cases from a pairwise mixed joint distribution including Gaussian, Exponential, Poisson and categorical variables. In Section 2.3 we recover the mixed Markov random field underlying this mixed joint distribution from data using the `mgmfit` function.

We specify a mixed graphical model with $p$ variables by defining a vector `type` of length $p$ indicating the type of random variable, a vector `lev` of length $p$ indicating the number of
levels of categorical variables, a \( p \times p \) symmetric weighted adjacency matrix \texttt{graph} and a list \texttt{thresh} containing thresholds for each variable. In the following example, we specify a pairwise mixed distribution as in (3) over a Gaussian, a Poisson, an Exponential, and two categorical random variable with three and two categories:

\begin{verbatim}
type <- c("g", "p", "e", "c", "c")
lev <- c(1, 1, 1, 3, 2)
\end{verbatim}

where \texttt{g}, \texttt{p}, \texttt{e} and \texttt{c} stand for Gaussian, Poisson, Exponential and Categorical. Next, we specify the number of levels for the categorical variable

\begin{verbatim}
lev <- c(1, 1, 1, 3, 2),
\end{verbatim}

where continuous random variables have number of levels one and the categorical variables have three and two categories. We can now specify the weighted adjacency matrix

\begin{verbatim}
graph <- matrix(0,5,5)
graph[2,4] <- graph[4,2] <- -.5 # edge between P and C1 with weight -.5
graph[1,5] <- graph[5,1] <- .9 # edge between G and C2 with weight .9
graph[1,4] <- graph[4,1] <- .8 # edge between G and C2 with weight .8
graph[4,5] <- graph[5,4] <- 1.5 # edge between C1 and C2 with weight 1.5
\end{verbatim}

which gives us the following symmetric \( p \times p \) weighted adjacency matrix:

\begin{equation}
\begin{pmatrix}
G & P & E & C_1 & C_2 \\
G & 0 & 0 & 0 & 0.8 & 0.9 \\
P & 0 & 0 & 0 & -0.5 & 0 \\
E & 0 & 0 & 0 & 0 & 0 \\
C_1 & 0.8 & -0.5 & 0 & 0 & 1.5 \\
C_2 & 0.9 & 0 & 0 & 1.5 & 0 \\
\end{pmatrix}
\end{equation}

Finally, we specify thresholds

\begin{verbatim}
thresh <- list(1, .7, .1, c(.1, .2, .3), c(0, .1)),
\end{verbatim}

where we specify one threshold for each continuous variable and one threshold for each category of each categorical variable.

Note that interactions involving categorical variables involve more than one parameter. In the over-complete representation we use here for sampling, an interaction between two categorical variables has \( m \cdot k \) parameters, where \( m \) and \( k \) are the number of categories of the two categorical variables. In case of an interaction between a continuous random variable and a categorical variable, there are \( m \) parameters, where \( m \) is the number of categories of the categorical variable.

These interactions can be specified explicitly in the form of the matrix (8) via \texttt{parmatrix} argument. The diagonal elements of the parameter matrix are not specified, as they would refer to an interaction of a variable with itself. For interactions between continuous variables there is one parameter. The parameters of an interaction involving a continuous and categorical variable are interpreted as follows: for example, the entry 0.9 indicates that positive values of variable \( G \) are positively related to the probability of observing category 1 of \( C_2 \). Specifically, \( \theta_{st} = 0.9 \) in (3) if \( X_s = G \) and \( X_t = I_{(C_2=1)} \), the indicator variable for the event \( C_2 = 1 \). In the case of interactions between two categorical variables the parameter corresponds to the
interaction between the two corresponding indicator variables.

\[
\begin{pmatrix}
G & P & E & C_{11} & C_{12} & C_{13} & C_{21} & C_{22} \\
G & NA & 0 & 0 & 0.8 & 0 & 0 & 0.9 & 0 \\
P & 0 & NA & 0 & -0.5 & 0 & 0 & 0 & 0 \\
E & 0 & 0 & NA & 0 & 0 & 0 & 0 & 0 \\
C_{11} & 0.8 & -0.5 & 0 & NA & NA & NA & 1.5 & 0 \\
C_{12} & 0 & 0 & 0 & NA & NA & NA & 0 & 1.5 \\
C_{13} & 0 & 0 & 0 & NA & NA & NA & 0 & 1.5 \\
C_{21} & 0.9 & 0 & 0 & 1.5 & 0 & 0 & NA & NA \\
C_{22} & 0 & 0 & 0 & 0 & 1.5 & 1.5 & NA & NA \\
\end{pmatrix}
\]  

(8)

As an alternative to specifying all interaction parameters by hand one can specify only the weighted adjacency matrix (7) via the `graph` argument and the sampling function `mgmsampler` computes a parameter matrix (8). We then use the following (arbitrary) mapping: for interactions between categorical variables we use a generalization of the Potts parameterization (see e.g. Wainwright and Jordan 2008) that extends to the case where \( m \neq k \). If we have \( m, k \) categories, \( X_s, X_t \) are two arbitrary nodes and \( j \in [1, \ldots, m] \) and \( i \in [1, \ldots, k] \), then \( \theta_{st,ji} = 1 \) when \( j = i \) and \( \theta_{st,ji} = 0 \), when \( j \neq k \). In case \( m > k \), we have \( \theta_{st,ji} = 1 \) for \( j > k \) and \( i = k \) and \( \theta_{st,ji} = 0 \) otherwise. Interactions between categorical variables \( X_s \) with \( m \) categories and continuous variables \( X_t \) are specified as follows: if \( X_s = j' \) where \( j' \leq m/2 \), then \( \theta_{sj,t} = 1 \) and otherwise \( \theta_{sj,t} = 0 \). Applying these rules to (7) results in (8). Note that this mapping is arbitrary and only implemented to provide a quick way of generating samples from a mixed graphical model.

We now sample from the model specified in (8) by loading the `mgm`-package and calling the sampling function `mgmsampler`:

```r
library(mgm)
set.seed(23)
data <- mgmsampler(n = 500, type, lev, graph, thresh, nIter = 250)
```

where `n` indicates the number of cases sampled and `nIter` specifies the number of iterations in the Gibbs sampler. The columns in the sampled data matrix have the order as specified in the input, i.e. the first variable is the Gaussian variable, etc.:

```r
> round(data[1:4,],2)
[1,] 1.41 1.03 3.21 1.23 1.01
[2,] 3.03 1.06 1.01 1.27 0.11
[3,] 1.27 1.23 3.21 1.01 0.11
[4,] 1.27 1.23 3.21 1.01 0.11
```

The model in (3) specified by `thresh` and `graph / parmatrix` is only normalizable if the following constraints are satisfied: first, the Gaussian sub-matrix must be positive-definite and second, any the interaction of any combination of Exponential and Poisson nodes has to have a positive weight and the thresholds have to be positive. The latter requirement keeps the natural parameter of Exponential and Poisson nodes positive, \( \lambda > 0 \). For details see Yang et al. (2014) and Yang, Ravikumar, Allen, and Liu (2013).
2.3. Estimating Mixed Graphical Models

In this section we use the function `mgmfit` to recover the true graphical model from the data generated in Section 2.2:

```r
set.seed(2015)
fit <- mgmfit(data = data, type = type, lev = levs,
             lambda.sel = "CV", gam = .25, d = 2,
             rule.reg = "AND")
```

where `data` is an \(n \times p\) data matrix and, as above, `type` is a vector that specifies the type of the conditional random variable (g, p, e, c for Gaussian, Poisson, Exponential and Categorical respectively) and `lev` is a vector specifying the number of categories for categorical variables (for continuous variables 1).

The function `mgmfit` has several tuning parameters: `lambda.sel` specifies which method is used for the selection of the \(\ell_1\)-regularization parameter. "CV" stands for cross-validation minimizing the deviance of the model. The number of folds can be specified by `folds`. The alternative is "EBIC", where the regularization parameter is selected using the Extended Bayesian Information Criterion (EBIC) which is known to perform well in selecting sparse graphs (Foygel and Drton 2014). `gam` specifies the hyper-parameter \(\gamma\) in the EBIC, which controls a penalty on neighborhood size (for details see Friedman and Drton 2014). `d` specifies the assumption regarding the maximal degree of interactions in the true model (see Section 2.1.4). In our example we know that there are at most pairwise interactions and we therefore choose `d = 2`. `rule.reg` specifies whether the two estimates for an edge (see Algorithm 1) are combined with the AND-rule ("AND", an edge is set to be present if both parameters are nonzero) or the OR-Rule ("OR", an edge is set to be present when at least one of the parameters is nonzero).

We now estimate the mixed Markov random field we created above using Algorithm 1 and get the following matrix of parameter estimates

\[
\begin{pmatrix}
G & P & E & C_{11} & C_{12} & C_{13} & C_{21} & C_{22} \\
G & NA & 0 & 0 & NA & -0.31 & -0.33 & NA & -0.55 \\
P & 0 & NA & 0 & NA & 0 & 0 & NA & 0.16 \\
E & -0.62 & 0 & NA & NA & 1.46 & -3.29 & NA & -1.04 \\
C_{11} & 0.42 & 0 & 0 & NA & NA & NA & NA & -2.58 \\
C_{12} & 0 & 0 & 0 & NA & NA & NA & NA & 0 \\
C_{13} & 0 & 0 & 0 & NA & NA & NA & NA & 0 \\
C_{21} & 0 & 0 & 0 & NA & -1.01 & -1.13 & NA & NA \\
C_{22} & 0 & 0 & 0 & NA & 1.01 & 1.13 & NA & NA \\
\end{pmatrix}
\]

(9)

which is stored in the fit object (`fit$mpar.matrix`). Note that the parameterization in (9) is different than in (8). This is due to the fact that we use the parameterization of the `glmnet` package (Friedman et al. 2010), which we use to estimates each row by all columns. If \(X_r\) and \(X_s\) are categorical variables with \(m\) and \(k\) categories and \(X_e\) is a continuous variable, `glmnet` estimates \(m\) parameters when regressing \(X_e\) on \(X_r\), \(m(k-1)\) parameters when regressing \(X_t\) on \(X_r\) and \((m-1)\) parameters when regressing \(X_r\) on \(X_s\) (for details see Friedman et al.)
Accordingly, in (9), the columns $C_{11}$ and $C_{21}$ do not contain parameter estimates, as they correspond to the reference category in the multinomial regression model.

In order to obtain a single edge weight conditional dependence between two variables, we combine parameters of interactions involving categorical variables by taking the average of the absolute parameter values. Applying then the AND-rule as described above produces the following weighted adjacency matrix:

$$
\begin{pmatrix}
G & P & E & C_1 & C_2 \\
G & 0 & 0 & 0 & 0.31 & 0.42 \\
P & 0 & 0 & 0 & 0.18 & 0 \\
E & 0 & 0 & 0 & 0 \\
C_1 & 0.31 & 0.18 & 0 & 0 & 1.09 \\
C_2 & 0.42 & 0 & 0 & 1.09 & 0
\end{pmatrix}
$$

(10)

This is the main output of the fit function `mgmfit` and is saved in the fit object (`fit$wadj`). Note that `fit$wadj` is a function of the absolute value of the estimated parameters and it therefore contains no information about the signs of parameters. The edge weights can therefore be interpreted as the strength of conditional dependence. We take the absolute value over all parameters, also those describing the interaction between two continuous variables, where a sign is defined. We do this in order to avoid confusion about the meaning of positive edge weights (defined and positive or undefined).

However, available information about signs is saved in `fit$signs`. This matrix of the same dimension as `fit$wadj` indicates whether a edge parameter has a positive (1), negative (-1) or undefined (0) sign. This information can be used to visualize a graphical model as in Figure 4: here, edge weights are either green (positive), red (negative) or grey (undefined). All estimated parameters including signs are stored in `fit$mpar.matrix`. From this matrix one can obtain the exact nature of interactions involving categorical variables.

In Figure 2.3 compare the estimated weighted adjacency matrix in (10) with the true weighted adjacency matrix in (7) from which we generated the data. We see that we recovered all edges correctly and did not estimate incorrect additional edges. While the zero pattern in (10) is the estimated Markov random field, the edge-weights can be interpreted as relative importance in the graph. Figure 2.3 provides a visual comparison of the true and estimated weighted adjacency matrix. While the absolute value of the estimated parameters in (10) is lower than the true parameters in (7) due to regularization, we can see in Figure 2.3 that the relative sizes of the estimated parameters closely matches the relative sizes of the true parameters.

### 2.4. Benchmarks

In Haslbeck and Waldorp (2015), we provide extensive benchmarks for realistic situations for Algorithm 1 with `lambda.sel = "CV"` and `rule.reg = "AND"`. In some datasets, however, cross-validation cannot be applied because it requires all categories of all variables to be present in every possible fold. This condition is unlikely to be satisfied in situations, where some categories have low frequency. Therefore, we also provide the option to select the regularization parameter with the extended Bayesian Information Criterion (EBIC) (Foygel and Drton 2014). In addition, the EBIC can be an attractive alternative for large data sets for which cross-validation is computationally expensive. Figure 3 shows benchmarks of our algorithms with the two options for $\lambda$-selection in an Ising-Gaussian model, where the underlying
Markov random field is a random graph with $P_{\text{edge}} = 0.1$. Note that we have at most pairwise interactions in the true model and theory requires to augment interactions of order $d = 2$. This is the reason why Algorithm 1 with $d = 1$ does not converge in precision. It is known that the Bayesian Information Criterion (BIC) (Schwarz 1978) is more conservative than the cross-validation, and we see also in Figure 3 that Algorithm 1 with `lambda.sel = "EBIC"` is more conservative than with `lambda.sel = "CV"` and correspondingly that precision is slightly lower for cross validation.

2.5. Application to Autism Dataset

We estimate the conditional independence structure of a dataset capturing various aspects of the life of $N = 3521$ individuals diagnosed with ASD from the Netherlands (for details see Begeer, Wierda, and Venderbosch 2013). The dataset includes 28 variables of different types, for instance type of housing (categorical), number of treatments (count), and age (continuous). For estimation, we used the exact same configuration as in the example in Section 2.3 except that we used `lambda.sel = "EBIC"` because of the size of the dataset. Figure 4 shows the estimated graph drawn using the force-directed Fruchterman-Reingold algorithm (Fruchterman and Reingold 1991) algorithm as implemented in the `qgraph`-package (Epskamp, Costantini, Cramer, Waldorp, and Borsboom 2015).

The graphical model in Figure 4 provides a rich picture of the unique dependencies between variables. For dependencies between continuous variables we can indicate whether the sign of interaction parameters is positive (green) or negative (red). For dependencies between categorical variables, no sign is defined (grey). While an in-depth interpretation of the graph would go beyond the scope of the present paper, we look at the connections of the variable satisfaction with care. It is central in the graph and connects to well-being and satisfaction with work, which is itself connected to well-being. The latter indicates that both variables are uniquely related to well-being. On the other hand we see that satisfaction with care connects to satisfaction with treatment, medication and education, whereas the latter are not connected to well-being. This indicates that if these satisfaction ratings are related to well-being, then they are related to well-being through satisfaction with care.
3. Time-varying Mixed Graphical Models

In this section we extend the estimation of mixed graphical models discussed in Section 2 to the estimation of mixed graphical models that vary over time, i.e. to the situation in which each observation (time step) is potentially generated by a different graphical model.

3.1. Background

In Section 2 we considered observations that are independent and identically distributed. Here we drop the second condition and allow graphs to vary across observations (time steps). We define a time index set \( T_n = \{ \frac{1}{n}, \frac{2}{n}, \ldots, 1 \} \). Following the neighborhood regression approach in Section 2 we estimate the time-varying neighborhood \( N(s)_t \) of all nodes \( s \in V \) at all time points \( t \in T_n \) and thereby obtain the time-varying graph. As in Section 2.1.4 we estimate the neighborhood through the parameter vector \( \theta \) of the \( \ell_1 \)-regularized regression problem in (4).

Without additional assumptions, however, the problem of estimating a time-varying graph is ill-posed as it would be impossible to aggregate observations even close in time because the model underlying any two adjacent observations might be completely different. We therefore have to assume a type of local stationarity: we either assume that there exists a partition \( B \) of \( T_n \), in whose parts \( B \in B \) the parameter vector \( \theta_B \) is invariant. Or we assume that parameter vector \( \theta \) is ‘well behaved’ as a function of time (for a formal definition in terms of derivatives of \( \theta \) see Kolar et al. 2010). This means that if the time difference between any two adjacent time points \( a, b \) becomes smaller, then the corresponding parameter vectors \( \theta_{t=a}, \theta_{t=b} \) differ less. Here we assume that the parameter vector is ‘well behaved’, that is, it is a smooth function of time.

To provide a local estimator of \( \theta_t \) at each time point \( t \in T_n \), we apply a similar approach as Kolar et al. (2010), Kolar and Xing (2009) and Song et al. (2009) and use a kernel reweighted
Figure 4: Undirected graphical model estimated from 28 variables capturing various aspects (demographics, psychological, social environment, medical) of the life of individuals diagnosed with Autism Spectrum Disorder.
neighborhood regression with the objective function

$$\min_{(\theta_0, \theta) \in \mathbb{R}^p} \left[ \frac{1}{N} \sum_{i=1}^{N} w_{i;t}(y_{i;t} - \theta_{0;t} - X_{i;t}^T \theta_t)^2 + \lambda_n ||\theta_t||_1 \right]. \quad (11)$$

Note that (11) differs from (4) only in the multiplication by the weight $w_{i;t}$. In order to compute the weight $w_{i;t}$, we normalize the interval $[1, N]$ to $T_n$. Then we define the weight $w_{i;t}$ as the density of a univariate Gaussian distribution with mean $t$ and standard deviation $b$ at $i$ with a density normalized to $[0, 1]$.

$$w_{i;t} = \frac{Z_i}{\max_{i \in (-\infty, \infty)} (\cup_i Z_i)}, \quad \text{where} \quad Z_i = \frac{1}{\sqrt{2\pi b}} \exp \left\{ -\frac{(i - t)^2}{2b^2} \right\}. \quad (12)$$

We normalize the density to $[0, 1]$ because we can then easily compute the measure $N_t$ of how much of the total data was used for estimating the parameter vector at a particular time point $t$ by taking the sum over the weights $w_{i;t}$.

$$N_t = \sum_{i \in T} w_{i;t}. \quad (13)$$

In the absence of missing data, $N_t$ is constant during the time interval except at time points close to $t = 0$ and $t = 1$ where we naturally use less data (see Figure 5). In the presence of missing data, $N_t$ will vary depending on how many observations are available around time point $t$. Thus, $N_t$ can be used to make relative statements about the sensitivity of the algorithm at different parts of the time series as a function of missing observations.

The kernel reweighting is illustrated in Figure 5. Here the graph is estimated at the time points $\{0, .25, .5, .75, 1\}$. At a given estimated time point $t_e$, the weights for all observations $i \in [0, 1]$ are defined by the Gaussian density with mean $t_e$ and standard deviation $b$. This means that time points close to the estimated time point are associated with a relatively large weight, while observations distant from the estimated time step are associated with a relatively small weight. Indeed, as we use the Gaussian density, the weight decays exponentially with increasing distance from the estimated time point. Note that the relatively strong weighting of temporally close time steps reflects the assumption of local stationarity.

The bandwidth parameter $b$ is an oracle parameter. In practice, however, we can come up with a reasonable guess by making assumptions about the functional form of the parameter vector in relation to the number of observed time points. With a large bandwidth $b$ we can only detect slow changes in the graph. When choosing a smaller $b$ we can detect changes within a smaller time interval (e.g. compare the bandwidth in Figure 5 left/right). A smaller bandwidth, however, comes at the cost of using fewer observations and therefore lower sensitivity. Selecting the optimal $b$ would require the true graph which is what we intend to estimate. Therefore, we have to make assumptions about how the parameter vector varies as a function of time and choose $b$ accordingly. The number of estimated time steps $t_e$ can be made arbitrarily large. The only cost of choosing a large sequence of estimated time steps $K$ is increased computational cost $O(Kp^2d \log p)$.

The above procedure gives rise to the following algorithm:
Figure 5: Illustration of the weighting of observations. At each estimated time points (blue vertical lines) we solve the weighted regression problem (11), in which the weights of each time step is proportional to the normal density with mean $t$ and standard deviation $b$. Red rectangles indicate the measurements in the time interval $[0, 1]$. Measurements can be equidistant in time (left) or distributed irregularly across time (right).

**Algorithm 2** (Node-wise estimation algorithm for time-varying graphs)

Define a sequence of time points $T_e = \{t_1, \ldots, t_k\}, T_e \subset T$ at which the graphical model should be estimated;

for all $t_e \in T_e$ do

  for all $s \in V$ do

    1. Construct the prediction vector $X$ including interactions corresponding to all required candidate neighborhoods

    2. Select a regularization parameter $\lambda_n$ using the EBIC

    3. Solve the weighted $\ell_1$ regularized regression problem in (11) and denote the solution by $\hat{\theta}_t$.

    4. Threshold the entries of $\hat{\theta}_t$ at $\tau_n$

  end

end

Combine parameters into weighted adjacency matrix using the AND- or OR-rule

For time-varying graphs we select the regularization parameter $\lambda_n$ with the EBIC as there is no straightforward application of cross-validation to time-series.

3.2. Sampling from a time-varying pairwise Mixed Graphical Model

In this section we use the mgm-package to sample independent but not identically distributed samples from a time-varying graph. In the following section (3.3) we use Algorithm 2 to recover the true graph from these samples.

In the following example we specify a time-varying graph with 4 nodes and 2 edges. Edge $(2, 1)$ has the weight 1 at $t = 0$ and decreases smoothly to 0 at $t = 0$. Conversely, edge $(4, 3)$ has the weight 0 at $t = 0$ and increases to 1. The exact parameter values as a function of time are depicted in Figure 6 (dashed lines). The specification of the time-varying graphical model is analogous to the specification of the stationary graphical model in mgmsampler in
Section 2.2. The only difference is that we specify a (possibly different) graphical model for each time point. This means that we specify the time-varying graph as a $p \times p \times n$-array and the thresholds as a $p \times n$-list, where $n$ is the number of sampled time steps.

```r
p <- 4  # 4 nodes
n <- 600  # number of time steps
graph <- matrix(0, p, p)
graphs <- array(dim=c(p, p, n))
k <- 15  # steepness of sigmoid function

# specify type and thresholds
type <- c('g', 'g', 'c', 'c')  # two Gaussian, two Binary
lev <- c(1, 1, 2, 2)

# estimate
tv.obj <- tv.mgmfit(data = data,
  type = type,
  lev = lev,
  tsteps = 50,
  bandwidth = .8/n^(1/3),
  gam = 0,
  d = 2)
```

In the following section we use these data to recover the true time-varying graphical model.

3.3. Estimation of time-varying Mixed Graphical Models

We now use the function `tv.mgmfit` to recover the true time-varying graph from the sampled time series. We provide the function with the data matrix and a vector indicating the type of variables and the number of categories as above. We estimate the graphical model at 50 equidistant time points by specifying `tsteps = 50`. Here we select `gam = 0` and `d = 2` and set the bandwidth to $0.8/n^{1/3}$.

```r
# estimate
tv.obj <- tv.mgmfit(data = data,
  type = type,
  lev = lev,
  tsteps = 50,
  bandwidth = .8/n^(1/3),
  gam = 0,
  d = 2)
```
Figure 6: Lower panel: true (dashed) and estimated (solid) edge weights of the time-varying edges (2,1) and (3,4) of the example graph in Section 3.2. Vertical dashed grey lines indicate the time points at which we display the graphs in the upper panel: $\frac{1}{20}$, $\frac{20}{50}$, and $\frac{50}{50}$.

tv.mgmfit returns a $p \times p \times tsteps$ array tv.ob$wadj that contains the estimated weighted adjacency matrix at each estimated time point. Analogously to tv.mgmfit, tv.ob$signs is a $p \times p \times tsteps$ matrix containing information about the signs of edge weights for each estimated time point. The tv.ob$mpar.matrix contains all estimated parameters at each time point. In addition, tv.ob$t.models contains the output of mgmfit at each time point, which is used within tv.mgmfit. The vector tv.ob$Nt contains the effectively used sample size at each estimated time point calculated as in (13). This is interesting in the case of missing data as it indicates how sensitive the algorithm is at different parts of the time series.

In Figure 6 we plotted the estimated time-varying edge weights (solid lines) against the true time-varying edge weights (dashed lines). We see that the estimated edge weight (2,1) between the two Gaussian nodes more closely follow the true function. This is what we would expect as this edge weight is easier to estimate than the edge (3,4) between binary variables.

So far we assumed that the time series provided to tv.mgmfit is comprised by measurements that are equidistant in time. However, in many cases this might not be the case (see Figure 5 right panel). In a medical setting, for instance, patients might visit their physician at irregular times - or more generally, a measurement device has a varying sampling frequency. In these cases, assuming that all measurements are equidistant in time corrupts the true time scale and can heavily bias the estimated time-varying graph and lead to wrong conclusions. To avoid these problems, the user can provide a non-negative and strictly increasing sequence of time measurements via the argument timepoints to tv.mgmfit. The true time points are then used to define weights that keep the true time scale intact. Note that this is also a way to deal with missing measurements while maintaining the true time scale. At time points around
which the proportion of missing measurements is large, the algorithm uses less observation and hence the it is less sensitive. In case of equidistant measurements and missing values, one has also the option to set the argument to \texttt{missing = 'casewise.zw'.} This procedure sets the weights of measurements with missing values to zero. This is equivalent to providing the true time points and deleting measurements with missing values case wise.

### 3.4. Benchmarks

We report simulation results in order to illustrate the performance of Algorithm 2 in practical situations, showing performance for both smooth changes and jumps in the edge coefficients. We simulate data from a Binary-Gaussian mixed graphical model with 20 nodes, 10 of which are Gaussians. We generate edges from a random graph with $P_{\text{edge}} = .1$ which corresponds to an average 19 edges, which we keep constant across graphs and time points. We report the performance of Algorithm 2 in detecting edges in their change period averaged over 100 runs in Figure 7. We used the tuning parameters $\texttt{gam = 0}$ and $d = 1$ and combined neighborhood estimates using the AND-rule.

We first consider the case of a continuous change. We created five equidistant sub-intervals of $[0, 1]$. In the outer sub-intervals all edge-weights are constant. In each of the remaining three sub-intervals, 3 edges change smoothly to 0 and 3 edges change smoothly .8 (see top left panel in Figure 7). We only consider edges that change from 0 to .8 and the three sub-intervals with changes including the preceding and subsequent sub-interval in Figure 7 (for the edges changing from .8 to zero the results are the same in reversed time order). Thus, in the first third of the time interval presented in Figure 7 all true edges are zero and hence we only look at the precision of the algorithm. In the remainder of the time series all true edges are nonzero and hence we only look at sensitivity. We report the performance separately for the three different types of edges: edges between Gaussian nodes, between binary nodes and between Gaussian and binary nodes. Irrespective of the type of edge, precision is always high and sensitivity increases when moving further away from the change interval toward the part where the edge weights become constant. This is exactly what we would expect from the kernel weighted local estimator in (11): the farther we move the weight kernel through the time series, the more weight we put on edges that are nonzero. Learning the linear relationship between two Gaussian nodes is the easiest estimation problem and hence sensitivity is highest for these edges. The relationships between Gaussian and Binary variables are the hardest to learn as they are non-linear and hence we observe the lowest sensitivity for this edge-type.

In this simulation we used the bandwidth parameter $b = \frac{\sigma}{N^1/3}$. Across rows we vary the number of time steps $N = \{60, 300, 600\}$. $N_t$ denotes the average number of effectively used time steps (see 13). Note that here $N_t$ is an average as it is lower at the borders. $N_t/p$ is the ratio of the average effectively used observations and the number of nodes in the graph and is a measure for the signal/noise ratio. Increasing the number of observations in the time interval increases the performance both in precision and sensitivity. Intuitively this makes sense because the more measurements there are in an interval, the more data we have around time point $t_e$ to estimate $G_t$. A complementary perspective is that the time series with more measurements is ‘stretched’ and therefore more locally stationary and hence easier to estimate.

We now consider the case of a sudden change in parameter weights. The time series were generated similarly as in the continuous case, with the only difference that the changing
Figure 7: Performance of Algorithm 2 in estimating edges in the interval around a a continuous (left column) or a sudden (right column) change. The performance is reported separately for edges between Gaussians nodes (blue), between Binary nodes (red) and between Gaussian and binary nodes (green). \( N \) is the number of observations in the time interval around the change. \( N_t \) is the effectively used number of observations and is determined by the bandwidth \( b \). \( N_t/p \) is a measure for ratio of signal and noise.
parameter weights transitioned from 0 to \( .8 \) as a step function instead of a sigmoid function (see top panel right in Figure 7). Analogously to the continuous case, in the first half of the presented time interval, all true edges are zero and hence we only present the precision of the algorithm. In the second half of the time interval, all true edges are nonzero and we hence look only at sensitivity.

Here we observe low precision around the change point. This is because the sudden change of edge-weights violates the assumption that edge-weights close in time are similar: at time points close to the change point, roughly half of the weighted observations are generated by a graphical model with edge-weight \( \theta_{(s,t)} = 0 \), while the other half of the observations are generated by a graphical model with edge weight \( \theta_{(s,t)} = .8 \). Clearly, Algorithm 2 will perform poorly at these time points close to the change point. If one assumes that the time-varying graph consists of piecewise constant partitions instead of continuous changes, one can use methods using the (group-) fused lasso, which are designed to learn such partitions (see for example Gibberd and Nelson 2014, 2015).

### 3.5. Application to Event Sampling Dataset in Psychopathology

In this section we use \texttt{tv.mgmfit} to re-analyze a time series that consists of responses to 43 questions asked up to 10 times a day via a smart phone application that has been partially analyzed in Wichers, Groot, Psychosystems, Group, and others (2016). The respondent is a patient suffering from depression and is undergoing a double-blinded reduction of the dose of administered antidepressant during a 34 week period (see Figure 8). The dots on the time line in Figure 8 indicate the begin and the end of the dose reduction. Next to the questions that are asked multiple times a day, the patient weekly filled in the SCL-90-R depression subscale (see panel at the center of Figure 8). We estimate the time-varying mixed graphical models at 20 equally spaced time steps, of which four are depicted in Figure 8. The last row of Figure 8 shows the total number of connections within each group of variables at each estimated time point.

While a detailed interpretation of this rich dataset goes far beyond the scope of the present paper, we see that the estimated graphical models differ considerably across time points. This highlights the importance of modeling graphical models as a function of time because it shows that estimating stationary graphs from time series data may be misleading. Furthermore, modeling the system of interest as it evolves over time provides additional insights about organizational processes, information diffusion, vulnerabilities and the potential impact of interventions.

### 3.6. Time-varying Mixed Autoregressive Model

In this section we use the \texttt{tv.var.mgm} function to estimate a time-varying VAR from a subset of the ESM data used in Section 3.5. Specifically, we consider the 9 variables related to the mood of the patient (red nodes in Figure 8). The items were phrased ‘I feel relaxed’, ‘I feel irritated’, etc. and the answer format ranged from 1 (not) to 7 (very).

Here we consider all variables to be jointly Gaussian and specify the type and levels of each variables accordingly via \texttt{type} and \texttt{lev}. We set the order of lags to 1 and estimate the time-varying graph at 50 equally spaced time points across the time series. We select the tuning parameter values \texttt{bandwidth} = .05, \texttt{gam} = 0 and \texttt{d} = 1.
Figure 8: The time series consists of 43 variables from different domains (see legend) that are measured multiple times a day for 34 weeks. The time series consists of a base line period, a double blind period and two post assessment periods. The dots on the time line indicate the begin and the end of the dosage reduction. At the center of the figure we show the weekly measured average score of a depression scale. We depict four estimated graphical models at different time points. In the last row we show the absolute degree of the variable groups as a function of time.
Figure 9: A time-varying vector autoregressive (VAR) model estimated on the mood related variables in the dataset from Section 3.5. The top panel shows the VAR model at time points 22 and 48. The lower panel shows the edge-weight for a selected number of edges over all estimated time points.

```
fit <- tv_var.mgm(data, type=rep('g', 9), lev=rep(1, 9),
               lags = 1, tsteps = 50, bandwidth = .05,
               gam = 0, d = 1)
```

Analogously to `tv.mgmfit`, `tv_var.mgm` returns a fit object `fit` that includes a weighted adjacency matrix `fit$wadj` and all estimated model parameters `fit$mpar.matrix` for each estimated time point. In addition, the information about the estimated model at each time point is saved in `fit$t.models`. Note that `fit$wadj` always contains the mean of the absolute value of all parameters describing the interaction between two nodes. However, as in the case of `tv.mgmfit`, we can retrieve information about the signs of edge weights from `fit$signs`. As we only considered continuous variables in this example, we have a sign defined for each edge weight. In addition, as in `tv.mgmfit`, all estimated parameters including signs are spored in `fit$mpar.matrix` for all time steps.

In Figure 9 we show the VAR model at time points 22 and 48. Green arrows indicate edge weights with positive sign, red arrows indicate edge weights with negative sign. In the lower panel, the edge-weight for six selected parameters is depicted across time. While a thorough interpretation goes beyond the scope of this paper, we see for instance that the autocorrelation of worry becomes nonzero at the beginning of the onset of the antidepressant reduction and
stays nonzero after the end of the antidepressant reduction. The sign of the edge weights make sense intuitively: for example, one would expect that feelings of satisfaction and worry are negatively related, and that feelings of cheerfulness and enthusiasm are rather positively related.

4. Concluding comments

Data sets including variables of mixed types are ubiquitous in a large array of disciplines. In the `mgm` package, we implement a method that both avoids transforms of non-Gaussian continuous variables and is able to incorporate (nominal) categorical variables. In many situations the system under investigation evolves over time. In order to gain insights about the organizational processes, the diffusion of information, detecting vulnerabilities and the potential impact of interventions, one needs a model that can change across time. Thus, in addition to an estimation function for stationary mixed graphical models, we provide an estimation function for time-varying mixed graphical models, under the assumption that the edge coefficients are a smooth as a function of time.

In addition, we provide variations of the algorithms for the estimation of (time-varying) mixed graphical models for the estimation of (time-varying) mixed vector autoregressive (VAR) models. To our knowledge, there are currently no available implementations for the above mentioned methods.
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